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Method: Decouple Training & Models Merging

➢ In Decoupled training process, Channel-wise Projection 

enables the model to capture the channel-wise difference in 
different timesteps. Consistency Loss preserves the initial 
knowledge of the diffusion model. Probabilistic Sampling 
enables the finetuned model to mainly learn from its 
corresponding timestep range, but still possible to preserve 
the knowledge in the other timestep ranges

Comparison ExperimentsIntroduction

➢ Diffusion model learns to denoise across multiple 
timesteps. However, training a single diffusion model 
across all timesteps can cause gradient conflicts, leading 
to suboptimal performance.

➢ To solve this, we propose Decouple-then-Merge (DeMe), 
a novel finetuning framework that decouples training 
across different timestep ranges to reduce interference, 
and then merges the models in parameter space to 
retain efficiency. With simple techniques like consistency 
loss, probabilistic sampling and channel-wise projection, 
DeMe significantly improves generation quality without 
extra inference cost.

➢ We further provide theoretical analysis and conduct 
extensive experiments to demonstrate its effectiveness

➢ Finally, we merge multiple fine-tuned diffusion models into 
single diffusion model in the parameter space, obtain an 
enhanced merged model without extra inference cost.
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